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Abstract 

Purpose: The proposed work aims to analyze the used and 

most efficient machine learning techniques in both online 

and offline education contexts, for different objectives, this 

research used various machine learning approaches to 

predict student performance. The educational data is 

analyzed based on performance among all compared 

algorithms on the dataset. 

Methods: We used the algorithms k-NN, SVM, LR and 

ANN for student performance analysis depending on various 

input features,  students from secondary schools and an 

intermediate school in Iraq were used to compile the 

performance dataset for the students,  the dataset includes 

attributes suggested about the students, our data set includes 

800 instances, with 8 attributes. We used a variety of 

classification algorithms on datasets of student performance 

to analyses the dataset and improve the generic reliability of 

the algorithms to find classifiers with higher accuracy. So, 

we calculate the algorithm's accuracy, that the accuracy of 

all implemented classification methods is training and 

testing calculated by using split-validation. The student's 

performance dataset was used to train and after that test a 

variety of classification methods. 

Results: ANN classification algorithm's results are very 

encouraging when compared to other methods for 

classification. Neural Networks Classification Algorithm, 

when we experimented with the whole 8 attributes, this 

algorithm showed 100% as the highest accuracy, and when 

implementation The logistic regression Classification 

Algorithm, when we experimented with the whole 8 

attributes, this algorithm showed 99.71% as the highest 

accuracy and when implementing the K Nearest Neighbor 

KNN Classification Algorithm, when experimented with the 

whole 8 attributes, this algorithm showed 99.43%, but when 

we implementation SVM Classification Algorithm, when we 

experimented with the whole 8 attributes, this algorithm 

showed 99.17% as the Lower Accuracy compares with other 

algorithms. 

Conclusions: Using E-learning classification algorithms for 

a student performance dataset using data mining methods, 

data mining algorithms have been applied to the student 

performance data set in E-learning. 

ANN classification algorithm's results are very encouraging 

when compared to other methods for classification, when we 

apply the training data ANN classifier the result of accuracy 

is higher, While in SVM little lasting accuracy. 

We can conclude that ANN is a more efficient model than 

others for classifying student performance across these 

multiple attributes. 

The best important factors that affect student effort have 

been made to improve the quality of E-learning. 
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1. Introduction  

The development of information technology across a number of industries has resulted in the storage of huge amounts of data 

in a variety of formats, including records, files, papers, videos, photos, sound, and scientific data. 

In order to improve decision-making, it is often necessary to properly extract information from huge data sets using the data 

collected from various applications [1]. 

The education system has changed from a traditional offline mode to an online mode, known as E-Learning (EL), as a result of 

extensive usage of Internet technology, this has provided scholars with a new topic for research [1]. 

The knowledge and performance of students were typically improved by studying in face-to-face settings. However, during the 

COVID-19 pandemic, all educational facilities were shut down and moved to an online environment, which increased the 

significance of the e-learning environment [2].  

The aim of E-Learning is an actual evaluation of a student's performance and the prediction of student performance will be 
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useful to teachers/course coordinators in the early stages of 

the course in determining who requires attention and help [3]. 

The main aim of my research is to use data mining 

technology and methodologies to study student's 

performance in E-Learning. 

Data mining provides many methods for studying student 

performance, as well as numerous methodologies for data 

classification [4]. 

 

2. Data Mining Definition 

The term "data mining" describes the process of obtaining 

information from huge datasets. Data mining techniques are 

applied to these large amounts of data to find hidden links 

and patterns that may be used to inform decision-making. 

Data mining is part of the knowledge discovery process, it is 

a sequence of steps identified in extracting knowledge from 

data [5]. That is shown in Fig 1. 

 

 
 

Fig 1: The extracting knowledge from data 

 

3. Classification Techniques 

Some of the intelligence techniques used in learning 

analytics to predict student success include supervised 

learning, data mining, unsupervised learning, and statistical 

approaches. The algorithms and techniques are various like 

Clustering, Classification, Regression, Artificial 

Intelligence, Neural Networks, Genetic Algorithms, the 

Nearest Neighbor method, Association Rules, Decision 

Trees, etc. 

They are used to extract knowledge from databases. These 

data mining methodologies and strategies must be briefly 

discussed in order to be understood [5]. To anticipate the 

student's performance, we chose four data mining 

techniques: 

K Nearest Neighbor (K-NN), logistic regression (LR), 

Support Vector Machine (SVM) and Artificial neural 

networks (ANN). 

 

3.1 Artificial Neural Network (ANN): 

This algorithm works simulates the behavior of the human 

brain. It consists of a group of neurons connected through 

connections. The effect of one node over another is 

determined by the weight allocated to each link. It processes 

input signals and sends them to other neurons. 

ANN algorithm consists of input and output layer as well as 

a number of several, the neurons at each layer connected 

with another layer [6]. 

 

3.2 K Nearest Neighbor (K-NN) Classification: 

KNN is a more widely used strategy that uses k nearest 

neighbors to identify the class. K-NN is a non-parametric 

machine learning technique, and because the best-suited 

data distribution is unknown, KNN predicts straight from 

the training dataset. As a result, it is the most 

straightforward and appropriate technique for forecasting [7]. 

 

3.3 Support Vector Mechanism (SVM): 

SVM is a powerful classification tool in machine learning. It 

is one of several ML approaches and, when compared to 

other ML methods, it is particularly effective at recognizing 

patterns in complicated datasets [8]. 

 

3.4 The Logistic Regression (LR): 

The logistic regression equation is one of the modern non -

parametric methods developed to predict qualitative 

variables (nominal or ordinal). It is considered an alternate 

test for linear regression equations, both simple and 

numerous [9].  

This equation depends on the concept of the model in terms 

of the possibility of testing the set overall layout effect of 

the variables on one qualitative, the dependent variable, and 

its use of the goodness of fit modelling concepts [10]. 

In probability science logistic regression is a model used to 

predict the probability of an event occurring with its fit, for 

data on a logistic, logistic regression uses several 

(independent) predictor variables which can be relative, 

categorical, nominal, or ordinal versus a single function 

predictor variable [11]. 

 

4. Methodology 

This section provides details on the data set and the methods 

used for performing experimental analysis and the results of 

implementation. 

We used the algorithms k-NN, SVM, LR and ANN for 

student performance analysis depending on various input 

features. 

Students from secondary schools and an intermediate school 

in Iraq were used to compile the performance dataset for the 

students. 

The dataset includes attributes suggested about the students; 

our data set includes 800 instances, with 8 attributes. Table 

1 below shows the details for this dataset. 

 
Table 1: Attributes of Dataset 

 

A Age 

B sex (M=0, F=1) 

C School of student (Middle=0, secondary=1) 

D Number of hour study (0,1,2) 

E Current health status(0=healthy,1=sick) 

F Internet at home(0=yes,1=no) 

Class Grade(0=Pass,1=Fail) 

 
Table 2: Sample of Dataset 

 

A B C D E F G CLASS 

1 1 2 2 0 0 0 pass 

1 2 2 0 0 0 0 pass 

1 2 1 0 0 0 0 pass 

0 2 0 0 0 0 0 pass 

1 1 1 0 0 0 0 pass 

0 1 2 0 0 0 0 pass 

0 2 1 1 0 0 0 pass 

0 2 1 2 0 0 0 pass 

1 1 1 0 0 0 0 pass 

1 1 0 0 0 0 0 pass 

0 2 1 0 0 0 0 pass 

1 2 0 0 0 0 0 pass 

0 1 2 0 0 0 0 pass 
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1 1 0 0 0 0 0 pass 

1 2 1 0 0 0 0 pass 

1 1 2 0 0 0 0 pass 

1 1 1 2 1 1 1 fail 

 

5. The Results and Discussion 

5.1 Applying Classification Algorithms 

We used the Rapid Miner Framework for doing the 

processes, which is free to use and comes with split - 

Validation for training and testing data for a number of 

classification algorithms, after that, we used the pre-process 

function to import the dataset and apply classification 

algorithms., Fig 2 Shows Framework to the steps for E-

Learning Student Academic Performance Prediction. 

 

 
 

Fig 2: Framework for E-Learning Student Academic Performance 

Prediction 

 

5.2 Classification Technique Performance 

We used a variety of classification algorithms on datasets of 

student performance to analyses the dataset and improve the 

generic reliability of the algorithms to find classifiers with 

higher accuracy. So, we calculate the algorithm's accuracy, 

that the accuracy of all implemented classification methods 

is training and testing calculated by using split-validation. 

The student's performance dataset was used to train and after 

that test a variety of classification methods. The many 

classification algorithms that are used like (KNN, SVM, LR 

and ANN algorithm). 

The accuracy of classification algorithms with parameter is 

as shown in table 4. In the implementation Neural Networks 

Classification Algorithm, when we experimented with the 

whole 8 attributes, this algorithm showed 100% as the 

highest accuracy, and when implementation the logistic 

regression Classification Algorithm, when we experimented 

with the whole 8 attributes, this algorithm showed 99.71% 

as the highest accuracy and when implementing the K 

Nearest Neighbor KNN Classification Algorithm, when 

experimented with the whole 8 attributes, this algorithm 

showed 99.43%, but when we implementation SVM 

Classification Algorithm, when we experimented with the 

whole 8 attributes, this algorithm showed 99.17% as the 

Lower Accuracy compares with other algorithms. Table 3 

shows the accuracy of the prediction for student 

performance using a classification algorithm. 

 
Table 3: Attributes of Dataset 

 

Model Accuracy result 

ANN 100% 

SVM 99.17% 

KNN 99.43% 

LR 99.71% 

 

5.3 Analyzing the Results 

ANN classification algorithm's results are very encouraging 

when compared to other methods for classification. There is 

a small difference in accuracy, when we apply the training 

data ANN classifier the result of accuracy is higher, While 

in SVM little lasting accuracy. 

The following table 3 shows that ANN is higher accurate 

than SVM and LR and KNN classifiers the result between 

SVM and LR in accuracy reflex that the two model-based 

the technique in training. The following table 3 shows that 

ANN is more accurate than the SVM and LR and KNN 

classifiers, this happens because of the instances used to 

train the ANN model and emphasizes that the ANN model 

should use with a large dataset in deep learning to produce 

the most efficient results.  

On the other hand, the ANN classifier produces the best 

results depending on the experiment in Table 3. By 

comparing the two tables, we can conclude that ANN is a 

more efficient model than others for classifying student 

performance across these multiple attributes. 

Fig 3: Shows the accuracy of the prediction of student 

performance using a classification technique. 

 

 
 

Fig 3: Accuracy of the prediction of student performance 
 

6. Conclusion 

As information technology has improved, educational 

institutions have created courses on using E-learning and 

helping students to obtain the best education possible. 

In my research, we built E-learning classification algorithms 

for a student performance dataset using data mining 

methods, the suggested model has 800 instances. Data 

mining algorithms have been applied to the student 

performance data set in E-learning.  

We use questionnaires to collect data and we used the Rapid 

Miner for the analysis of this dataset. 

ANN classification algorithm's results are very encouraging 

when compared to other methods for classification. there is 

a small difference in accuracy, when we apply the training 

data ANN classifier the result of accuracy is higher, While 

in SVM little lasting accuracy. 
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We can conclude that ANN is a more efficient model than 

others for classifying student performance across these 

multiple attributes. 

The best important factors that affect student effort have 

been made to improve the quality of E-learning. 

E-learning must be combined with traditional education, as a 

result of which professional skills will be developed and 

training quality will be improved. This should increase the 

level of knowledge of students in this sector, based on their 

desires to provide a suitable environment for the 

development and expansion of e-learning, designing training 

programs, such as workshops, and the capacity to use e-

learning as an effective training tool to increasing quality 

and providing services. 
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