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Abstract 

In this study, a novel meta-heuristic method named the 

Quasi-Opposition-Based Learning Tree Growth Algorithm 

(QOBL-TGA) is introduced to overcome the issues of slow 

convergence and local optima commonly associated with the 

original Tree Growth Algorithm (TGA). By combining the 

quasi-opposition (QOBL) and opposition-based learning 

(OBL) techniques, the QOBL-TGA approach enhances the 

global search capabilities of TGA. To assess its 

effectiveness, the QOBL-TGA is applied to the leukemia 

dataset using the Linear Discriminant Analysis (LDA) 

classifier. The results demonstrate that the QOBL-TGA 

approach surpasses the original TGA and other existing 

algorithms, exhibiting faster convergence and superior 

optimization performance. In summary, the QOBL-TGA 

method presents a valuable solution for addressing 

optimization challenges in high-dimensional problems. 
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1. Introduction  

Feature selection (FS) is a crucial strategy in developing an accurate educational system, which relies on the specific 

circumstances at hand. It is recognized as one of the most significant approaches for achieving this goal [1]. As an optimization 

problem in a high-dimensional space, feature selection can be viewed as a combinatorial task, as an exhaustive search would 

not yield the optimal subset of features. By employing this subset, we create a distinct set from the default dataset, which 

facilitates achieving maximal separation in the feature space. The fitness function measures the effectiveness of a classifier or 

another criterion while considering the computational cost of extracting value. It is often regarded as the ideal balance between 

classification accuracy and efficiency [2]. 

The utilization of Quasi Opposition Based Learning (QOBL), a widely recognized technique, has enhanced algorithms rooted 

in natural processes. Our study demonstrates that quasi-opposite points exhibit a higher probability of proximity to the solution 

compared to opposing points [3]. 

The Tree Growth Algorithm (TGA) is a versatile optimization method known for its remarkable characteristics, enabling it to 

address a wide range of problems. One of TGA's key features is the promotion of cooperation among four tree groups, striking 

a balance between exploration and exploitation [4]. Unlike its focus on discrete problems like feature selection, TGA prioritizes 

issues stemming from continuous development. This approach enhances the precision of existing tree growth models and 

subset data, paving the way for further discussions. Wang's algorithm (TGA) metaheuristics have also been employed to 

improve the performance of the Binary Tree Growth Algorithm (BTGA) in addressing the feature selection problem. By 

implementing the proposed QOBL-TGA algorithm, we achieved a significant performance boost for BTGA in this context [5]. 

The key outcome of this research is an enhanced TGA algorithm that incorporates the QOBL approach to generate an optimal 

initial ensemble. The utilization of OBL has also yielded improved solutions in another domain. When compared to the 

standard procedure, the proposed approach outperforms in terms of performance metrics such as accuracy and the size of the 

selected subset of features. Swarm algorithms and feature selection have garnered significant attention from researchers in 

recent years due to their broad range of potential applications. For instance, in 2018  [5], Jingwei et al. introduced two novel 

feature selection approaches based on thermo gravimetric analysis (TGA) for categorizing EMG signals. In 2019, Ivana et al. 

proposed a modification to the Tree Growth Algorithm, incorporating dynamic adjustments to search criteria for exploration 

and exploitation [6]. Furthermore, Changkang et al. proposed a new and improved TGA (iTGA) to address the challenges of 

feature selection and parameter tuning, and a comprehensive analysis revealed its effectiveness [7].  

The structure of the article is as follows: Section II introduces the theoretical aspects. Section III describes the proposed 

algorithm. Experimental results and discussions are provided in Section IV. Finally, Section V presents the conclusion. 
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2. The Feature Selection (FS) 

Within the BTGA framework, the initial step involves 

discretizing the dataset from a continuous space, followed 

by the selection of features using a meta-heuristic procedure. 

One approach that can be employed in this context is to 

uncover connections between the dataset's features. The 

objective of these algorithms and approaches is to enhance 

classification performance by minimizing the presence of 

unwanted features in the dataset [8]. 

 

A. Quasi Opposition-Based Learning (QOBL)  

Opposition-based learning (OBL), an inventive concept in 

computational intelligence introduced by Tizhoosh [9], has 

been employed to accelerate the convergence rate of diverse 

optimization techniques. By simultaneously considering the 

current population and its opposing population, OBL aims to 

discover improved candidate solutions. This approach can 

be utilized by any population-based optimization method to 

expedite the convergence process. Researchers have found 

that alternative candidate solutions are more likely to be 

closer to the overall best solution [10]. 

In OBL, the concepts of the opposing number and opposite 

point are as follows: 

Opposite number: When viewed from the hub of the search 

area, it acts as a mirror image of the solution. This can be 

written as a mathematical expression: 

 

 xo = a+b-x (1) 

 

Where (a, b) represents the beginning and end of the search 

space. 

 

Opposite point: IP (x1, x2,…., xd) is a d-dimensional search 

space point, and its inverse point OP(x1
o, x2

o,…,xi
o, xd

o) may 

be defined as follows: 

 

   (2) 

 

Quasi-opposition-based learning (QOBL), which was 

developed by many researchers [11], shown that a quasi-

opposite point has a higher probability of being close to the 

solution than an opposite point. The following definitions 

apply to the quasi-opposite number and point used in 

QOBL: 

 

Quasi-opposite number: It is the number that lies between 

the center (c) of the search area and the opposite number. A 

quasi-opposite number  can be written mathematically 

as: 

 

  (3) 

 

Quasi-opposite point: The quasi opposite point QOP 

 for d-dimensional search 

space is given by: 

 

  (4) 

 

B. Tree Growth Algorithm (TGA) 

The Tree Growth Algorithm (TGA) is an innovative meta-

heuristic optimization algorithm inspired by nature. It was 

developed by Cheraghalipour and colleagues in 2018. 

Within this algorithm, the jungle is divided into four distinct 

groups of trees [12]. The first group represents the best trees, 

which experience gradual growth. The second group 

consists of light trees that compete with each other, with 

each tree situated next to two neighboring trees. The third 

group, known as the "remove or replace" group, suggests 

cutting down the worst trees and replacing them with new 

ones. The final group is the reproduction group, where new 

plants are propagated from the best trees. The TGA 

algorithm is described in detail [13]. 

Initially, a population of trees is randomly generated during 

the first stage. The fitness of each tree is subsequently 

evaluated, and the population is sorted in ascending order 

based on their fitness values. The top N trees are then 

selected to form the first tree group. The equation below 

illustrates the composition of the newly formed tree group: 

 

  (4) 

 

In this equation, t stands for number of repetitions, r for a 

random number between [0, 1], xi for the population's tree at 

order r, and rp for the tree's power reduction rate. If the 

newly produced tree has a higher fitness value, the existing 

tree will be replaced. The current tree is preserved for the 

following generation in all other circumstances 

 

  (5) 

 

Where xi stands for the current tree in the population, and 

xN2 stands for the ith tree, keep in mind that the distance has 

a formula  where N2= i. The current tree then faces 

competition from nearby trees for light. The linear 

combination of the two closest trees can be found by using 

the following formula: 

 

   (6) 

 

The second group of trees undergoes an update in their 

positions, taking into account the proximity of trees T1 and 

T2, with the variable λ governing the extent of their 

influence. The following equation represents the update 

process for the trees in the second group [14]: 

 

  (7) 

 

The variable α denotes the range of angles, ranging from 0 

to 1. In the third group, the N3 trees with the lowest fitness 

values are removed, and new trees (new solutions) are 

introduced in their place. The determination of N3 is 

performed using the following calculation method: 

 

   (8)  

 

Both the total number of trees in the first group N1 and the 

total number of trees in the second group N2 are equivalent 

to the population size N. 

Within the final group, a set of new trees N4 is generated, 

centered around the top-performing trees, utilizing the mask 

operator from the first tree group. It is important to note that 
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the combined values of N1 and N2 must not exceed the value 

of N4. 

Subsequently, the population is expanded by including the 

newly generated N4 trees. The combined population is then 

sorted based on their fitness values. This process is repeated 

iteratively until the final criterion is satisfied. Ultimately, 

through this iterative procedure, the best tree in the 

population is identified as the optimal solution [15]. 

 

C. Binary Tree Growth Algorithm (BTGA) 

The literature suggests that employing a transfer function is 

a highly effective method for transforming a continuous 

optimizer into a binary optimizer. The transfer function 

translates the probability value based on the tree's position, 

with higher probabilities indicating a higher likelihood of 

selecting a particular feature. In the context of feature 

selection in BTGA, the transfer function is defined as 

follows, as mentioned in: 

 

  (9) 

 

The search space's dth dimension is denoted as X. Through 

the utilization of transfer functions, the position is converted 

into a probability value ranging from 0 to 1. Subsequently, 

the tree's position is adjusted based on this probability value, 

following a specific procedure [5]. 

 

  (10) 

 

 is any number in the range of 0 and 1. The fourth tree 

group employs a mask operation, as was discussed in TGA. 

How the mask functions is seen in the BTGA picture 

 

 
 

Fig 1: An example of mask operation 
 

The procedures for TGA and BTGA exhibit general 

similarities. Initially, a population of trees (solutions) is 

randomly generated. The fitness values of each tree are 

evaluated, and the trees are sorted in ascending order 

accordingly. Notably, the largest tree on earth is also 

selected. Equation (4) dictates the creation of N1 new trees 

(trial trees) by the first group (1). To convert the new trees 

in both the first and second groups into binary form, 

Equation (9) is applied to them. If a new tree possesses a 

higher fitness value, it replaces the current tree; otherwise, 

the current tree is retained for the subsequent generation. 

Equation (2) is employed to identify the two closest 

neighbors of each tree from the second group. Following 

that, Equations (4) and (5) govern the update of the positions 

of the N2 trees (6). In the third group, N3 trees are removed, 

and new trees are planted in their place. The fourth group is 

formed by generating N4 new trees using the mask operation 

centered around the top trees in the first group. 

Subsequently, these newly generated N4 trees are 

incorporated into the population. Afterward, the top N trees 

are retained for the subsequent iteration once the merged 

population has been ranked [16]. 

The process continues to repeat until the termination 

condition is satisfied. Eventually, the best overall tree is 

identified as the optimal feature subset. Algorithm1 presents 

a detailed description of the complete TGA execution 

process. 

 
Algorithm 1: Binary Tree Growth Algorithm (BTGA) 

 

1. Start 

2. Set parameter  , ,  & initialize population 

3. Evaluate fitness of trees & sort it from best to worst 

4. For t=1 to max iteration, T 

5. for i=1 to  

6. Generate trial tree, using Eq.(4) 

7. convert the  into binary 

8. if F( ) is better then F then 

9. =  else =  

10. end if 

11. next i 

12. for i=  +1 to +  

13. Find two nearest trees with shortest evaluation. 

14. Generate new tree, using Eq.(7) 

15. compute the probalbility using Eq. (9) 

16. Convert the  into binary form with Eq.(10) 

17. Evaluate fitness, F( ) 

18. next i 

19. for i= + +1 to N 

20. Discard worst tree and evaluate fitness, F( ) 

21. for i=1 to , creat new tree,  randomly 

22. next i 

23. Perform mask operator between  and . 

24. Add new population  into current population 

25. Rank the population & select the best N trees. 

26. End 

 

3. The Proposed Algorithm (QOBL-TGA) 

The authors of the article propose the utilization of a quasi-

oppositional teaching learning-based tree growth 

optimization algorithm (QOBL_TGA) by incorporating the 

concept of quasi-opposition (QOBL) into the original TGA. 

This section focuses on implementing QOBL_TGA to 

address the feature selection problem, where the presence of 

a "1" bit in feature identification indicates a selected feature, 

while a "0" bit signifies an unselected feature. Quasi-

opposition is generally employed in two areas to enhance 

algorithm performance. the first use is to use it in population 

initialization. Second, it can be incorporated into the 

algorithm produce dynamic jumps during position updating, 

which can improve the algorithm's ability to explore and 

keep it from succumbing to local optimization. The QOBL 

TGA algorithm has the benefit of ensuring more space for 

potential solutions through the concept of QOBL, and this 

favorably reflects the algorithm's performance by offering a 

set of suggested solutions that are put to the test by the 

fitness function in each iteration. Notably, the proposed 

QOBL-TGA algorithm distinguishes itself from other 

algorithms by testing two distinct solution sets (X and Y) in 
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each iteration, saving time and reducing computational 

complexity. In our proposed approach, the classifier LDA 

was employed. The experimental results demonstrated the 

effectiveness of the proposed method compared to 

traditional approaches in terms of classification error rate 

and the number of selected features. 

 

 
 

Fig 2: Explains the feature selection mechanism in OBL-BGTA 
 

In QOBL-TGA, in order to obtain the classification 

accuracy, the classifier LDA is used, since it is used in the 

fitness function, which is illustrated in the following form 
[17]. 

 

  

   (11) 

 

AC denotes classification accuracy, FO denotes the chosen 

feature, Fs denotes dataset features, and w1 is the random 

parameter matching to the AC weight. 

 

The following is a list of the key steps in the suggested 

approach: 

Step 1: Create the initial population (P) at random using all 

of the individuals. 

Step 2: Using Eq. (4), produce a quasi-opposite population 

(QOP). 

Step 3: All the members of the current population and the 

quasi-opposite population set should have their fitness 

values evaluated. 

Step 4: From the population (P) and quasi-opposite 

population (QOP), choose np (population size) of the fittest 

people as the starting population (P). 

Step 5: The new set of randomly generated solutions is used 

to replace the impractical ones. 

Step 6: Based on a jumping rate (i.e., jumping probability), 

after generating new populations by TGA algorithm, the 

opposite population is calculated. Quasi opposite population 

generation using jumping rate may be described as below: 

Step 7: Choose np fittest individuals from current population 

and the quasi-oppositional population. 

Select the best features from the Leukemia dataset by using 

BTGA, where bit "1" indicates a feature that has been 

selected, while a bit "0" a feature that has not been selected 

Step 8: The computation is stopped if the halting 

requirement is met, and the results are presented; otherwise, 

move on to Step 5. 

 

4. Experimental Results and Discussion  

To assess the effectiveness of the proposed method, we will 

employ the leukemia dataset [17], which consists of 76 cases 

and includes a total of 7129 characteristics. Both the BTGA 

and QOBL_BTGA algorithms will be applied, and the 

classifier LDA will be used as it is widely recognized for its 

accuracy. All datasets used in the tables are binary and were 

obtained from the UCI repository. The leukemia dataset was 

divided into two sets: the training set, comprising 80% of 

the data, and the test set, comprising the remaining 20%. 

 
Table 1: Comparing the classification accuracy of leukemia 

training data in the LDA classifier 
 

 
 

 
   

QOBL_BTGA 92.59 0.9286 0 3493.6 

BTGA 92.59 0.9286 0 3524 

Original 92.59 0.9286 0 7129 

 
Table 2: Comparing the classification accuracy of leukemia testing 

data in the LDA classifier 
 

 
 

 
   

QOBL_BTGA 81.81 0.6000 0 3493.6 

BTGA 72.72 0.7500 0 3524 

Original 72.72 0.7500 0 7129 

 

The proposed QOBL-BTGA algorithm was compared with 

BTGA in terms of the number of proposed features and 

classification accuracy by the LDA classifier, through the 

tables (I and II). 

 

 
 

Fig 1: Comparison of average accuracy results in the LDA 

classifier 

 

We note from the results obtained that the of the Leukemia 

dataset through the proposed method QOBL BTGA have 

given the fewest features compared to other methods. The 

proposed method QOBL-TGA uses the Quasi Opposition-

Based Learning technique to prepare the initial population in 

a global search space, and this reflects the ability of the 

proposed algorithm to find the best possible solutions. In 

addition, the precision of the outcomes achieved by using 

the proposed strategy is noted. QOBL-TGA has 

outperformed the accuracy of the results of the standard 

conventional method, in which the concept of feature 

selection is not used in the standard method. For example, in 

the table data II, result precision of the proposed algorithm 

QOBL-TGA was 81.81 %, and the accuracy of the results of 

the BTGA algorithm was 72.72 %, while the accuracy of the 

results of the original method was 72.72 %. We also take 

note of the fact that the total number of features in the 

dataset is 7129, while the number of the features selected 

using the BTGA is 3524, and the number of features that 

were selected using the proposed algorithm QOBL-TGA is 
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3493.6, which is the lowest compared to the rest of the 

methods, and this shows the importance of the proposed 

algorithm in classifying datasets. 

 

5. Conclusion and Discussion 

In conclusion, the proposed Quasi-Opposition-Based 

Learning Tree Growth Algorithm (QOBL-TGA) has 

exhibited notable enhancements over the original TGA 

algorithm. Through of the QOBL technique, the QOBL-

BTGA method has effectively addressed concerns related to 

slow convergence and local optima in the TGA algorithm. 

This has resulted in improved convergence speed and 

optimization performance. The experiments conducted on 

the leukemia dataset using the LDA classifier have 

demonstrated the superiority of the proposed QOBL-TGA 

algorithm in terms of performance metrics. The statistical 

results strongly suggest that the proposed method has the 

potential to tackle a wide range of classification problems. 

Therefore, the QOBL-BTGA approach can be a valuable 

tool for resolving optimization issues in high-dimensional 

problems, and can be further applied to other real-world 

problems in various domains. 
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